The two molecular orbitals created via the linear combinations of atomic orbitals (LCAOs) approximation were created from the sum and the difference of two atomic orbitals. Within this approximation, the \( j \)th molecular orbital can be expressed as a linear combination of many atomic orbitals \( \{|\phi_i\rangle\} \):

\[
| \psi_J \rangle = \sum_i^N c_{J,i} | \phi_i \rangle \tag{9.5.12}
\]

A molecule will have as many molecular orbitals as there are atomic orbitals used in the basis set \( \{(\Phi_i)\) in Equation \( \text{(9.5.12)} \)). Adding two atomic orbitals corresponds to constructive interference between two waves, thus reinforcing their intensity; the internuclear electron probability density is increased. The molecular orbital corresponding to the sum of the two H 1s orbitals is called a \( \sigma_{1s} \) combination (parts (a) and (b) of Figure \( \text{(9.5.12)} \)).

In the sigma \( (\sigma) \) orbital, the electron density along the internuclear axis and between the nuclei has cylindrical symmetry; that is, all cross-sections perpendicular to the internuclear axis are circles. The subscript \( 1s \) denotes the atomic orbitals from which the molecular orbital was derived.

\[
| \sigma_{1s} \rangle = \dfrac{1}{\sqrt{2(1 + S )}} \left( | 1s_A \rangle + | 1s_B \rangle \right) \tag{9.7.2}
\]

Conversely, subtracting one atomic orbital from another corresponds to destructive interference between two waves, which reduces their intensity and causes a decrease in the internuclear electron probability density (part (c) and part (d) in Figure \( \text{(9.5.12)} \)). The resulting pattern contains a node where the electron density is zero. The molecular orbital corresponding to the difference is called \( \sigma_{1s}^{*} \) and has a region of zero electron probability, a nodal plane, perpendicular to the internuclear axis:

\[
| \sigma_{1s}^{*} \rangle = \dfrac{1}{\sqrt{2(1 - S )}} \left( | 1s_A \rangle - | 1s_B \rangle \right) \tag{9.7.3}
\]
The electron density in the $\sigma_{1s}$ molecular orbital is greatest between the two positively charged nuclei, and the resulting electron–nucleus electrostatic attractions reduce repulsions between the nuclei. Thus the $\sigma_{1s}$ orbital represents a bonding molecular orbital. A molecular orbital that forms when atomic orbitals or orbital lobes with the same sign interact to give increased electron probability between the nuclei due to constructive reinforcement of the wave functions. In contrast, electrons in the $\sigma^*_{1s}$ orbital are generally found in the space outside the internuclear region. Because this allows the positively charged nuclei to repel one another, the $\sigma^*_{1s}$ orbital is an antibonding molecular orbital (a molecular orbital that forms when atomic orbitals or orbital lobes of opposite sign interact to give decreased electron probability between the nuclei due to destructive reinforcement of the wave functions).

Antibonding orbitals contain a node perpendicular to the internuclear axis; bonding orbitals do not.

Because electrons in the $\sigma_{1s}$ orbital interact simultaneously with both nuclei, they have a lower energy than electrons that interact with only one nucleus. This means that the $\sigma_{1s}$ molecular orbital has a lower energy than either of the hydrogen 1s atomic orbitals. Conversely, electrons in the $\sigma^*_{1s}$ orbital interact with only one hydrogen nucleus at a time. In addition, they are farther away from the nucleus than they were in the parent hydrogen 1s atomic orbitals. Consequently, the $\sigma^*_{1s}$ molecular orbital has a higher energy than either of the hydrogen 1s atomic orbitals. The $\sigma_{1s}$ (bonding) molecular orbital is stabilized relative to the 1s atomic orbitals, and the $\sigma^*_{1s}$ (antibonding) molecular orbital is destabilized. The relative energy levels of these orbitals are shown in the energy-level diagram (a schematic drawing that compares the energies of the molecular orbitals (bonding, antibonding, and nonbonding) with the energies of the parent atomic orbitals) in Figure 2.

![Figure 2: Molecular Orbital Energy-Level Diagram for H2. The two available electrons (one from each H atom) in this diagram fill the bonding $\sigma_{1s}$ molecular orbital. Because the energy of the $\sigma_{1s}$ molecular orbital is lower than that of the two H 1s atomic orbitals, the H2 molecule is more stable (at a lower energy) than the two isolated H atoms.]

A bonding molecular orbital is always lower in energy (more stable) than the component atomic orbitals, whereas an antibonding molecular orbital is always higher in energy (less stable).
Expanding Beyond the 1s Orbital Basis Set

This picture of bonding in $H_2^+$ in the previous section is very simple, but gives reasonable results when compared to an exact calculation. The equilibrium bond distance is 134 pm compared to 106 pm (exact), and a dissociation energy is 1.8 eV compared to 2.8 eV (exact). To better describe chemical bonding we need to account for the increase in electron density between the two nuclei. The 1s orbitals alone are not particularly good for this purpose because they are spherically symmetric and show no preference for the space between the atomic nuclei. The use of additional atomic orbitals can correct this situation and provide additional parameters, which can be optimized by the linear variational method, to give a better function with a lower energy and more accurate description of the charge density.

The energy of the non-normalized molecular orbital can be calculated from the expectation value integral of the Hamiltonian,

$$E_J = \frac{\left \langle \psi_J | \hat{H}_{\text{elec}} | \psi_J \right \rangle}{\left \langle \psi_J | \psi_J \right \rangle}$$

This is the variational energy using $|\psi_J\rangle$ as the trial wavefunction. After substituting the LCAO expansion for $|\psi_J\rangle$ (Equation 9.5.12) into the energy expression of Equation 9.5.13 results in:

$$E_J = \frac{\sum_{i,j} c_{J,i}^* c_{J,j} \left \langle \phi_i | \hat{H}_{\text{elec}} | \phi_j \right \rangle}{\sum_{i,j} c_{J,i}^* c_{J,j} \left \langle \phi_i | \phi_j \right \rangle}$$

where $|H_{ij}\rangle$ is the Hamiltonian matrix element.

Following the variational theorem, to determine the coefficients of the LCAO expansion $\langle c_i \rangle$, we need to minimize $\langle E_J \rangle$

$$\frac{\partial E_J}{\partial c_k} = 0$$

for all $k$. This requires solving $\langle N \rangle$ linear equations to hold true (where $\langle N \rangle$ is the number of atomic orbitals in the basis)

$$\sum_{i=1}^{\langle N \rangle} c_i (H_{ki} - ES_{ki}) = 0$$

These equations are the secular equations and were discussed previously in the context of the linear variational method approximation. For the two basis set expansion ($\langle N \rangle$) in Figure 1, these are

\[
\begin{array}{rcl}
c_{-1}(H_{\{11\}} - ES_{\{11\}}) + c_{-2}(H_{\{12\}} - ES_{\{12\}}) &= & 0
\end{array}
\]
where \(c_1\) and \(c_2\) are the coefficients in the linear combination of the atomic orbitals used to construct the molecular orbital. Writing this set of homogeneous linear equations in matrix form gives

\[
\begin{pmatrix} H_{11} - ES_{11} & H_{12} - ES_{12} \\ H_{12} - ES_{12} & H_{22} - ES_{22} \end{pmatrix} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \label{9.5.20}
\]

Solving these secular equations with \(N\) different atomic orbitals in the expansion (Equation \(\ref{9.5.12}\)) requires finding the \(N\) roots of an \(N\) order polynomial.

\[
\left|\begin{array}{cccc}
H_{11} - ES_{11} & H_{12} - ES_{12} & \cdots & \\
H_{12} - ES_{12} & H_{22} - ES_{22} & \cdots & \\
\cdots & \cdots & \cdots & \\
\end{array}\right|=0 \label{23}
\]

Each molecular orbital \(|\psi_J\rangle\) from this treatment has an energy \(E_J\) that is given by a different set of coefficients, \(\{c_{ij}\}\) where \(i\) runs over all \(N\) functions in the basis (i.e., number of the atomic orbitals in the LCAO approximation of Equation \(\ref{9.5.12}\)), and \(J\) runs over molecular orbitals. Solve the set of linear equations using that specific \(E_J\) to determine \(c_{ij}\) values.

Steps in a Solving the Secular Equations

1. Select a set of \(N\) basis functions
2. Determine all \(N(N-1)/2\) values of both \(H_{ij}\) and \(S_{ij}\)
3. Form the secular determinant; determine \(N\) roots \(E_j\) of secular equation
4. For each \(E_J\) solve the set of linear equations to determine the basis set coefficients \(c_{ij}\) for the \(j\)-th molecular orbital

For more information on solving the Secular equations check here.

The greater the number of atomic orbitals \(N\) that combine to genera the molecular orbitals (Equation \(\ref{9.5.12}\)), the more accurate the LCAO approximation is. This is expected based on our discussions of the variational method examples. Hence, the \(|\psi_+\rangle\) and \(|\psi_-\rangle\) molecular orbitals for \(|H_2^+\rangle\) are better expressed with higher energy hydrogenic wavefunctions

\[
|\psi_J\rangle = c_{J,1} 1s_A + c_{J,2} 1s_B + c_{J,3} 2s_A + c_{J,4} 2s_B + c_{J,5} 2p_{z,A} + c_{J,6} 2p_{z,B} \label{9.5.24}
\]

The reasons that only the \(p_z\) atomic orbitals are included in this expansion are discussed later.
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